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Foreword

MoDELS’08 is already the eleventh conference on UML and Model-Driven Engineering, Languages and Systems. After more than a decade, research in MDE has significantly evolved.

Model-Driven Engineering is about creating, transforming, generating, interpreting, weaving models using modelling languages, tools, etc. After more than a decade of research in MDE, still a lot of fundamental and practical issues remain. Therefore this workshop addresses the question of how to proceed next and aims at identifying future challenges in MDE.

The objective of the workshop is to provide a forum for people from academia as well as industry people to:

- identify obstacles to MDE research and practice;
- facilitate transfer of research ideas to industry;
- propose “revolutionary” novel ideas; and
- proclaim important challenges that are either fundamental or pragmatic.

We received 15 submissions from 11 different countries, of which 11 papers were accepted. From these accepted papers, 7 papers have been selected to give a workshop presentation.

We hope that input from both research and practice will help to identify the future “grand challenges” in model-driven software engineering and discuss revolutionary ideas or new, original ways of thinking about MDE.

The ChaMDE 2008 organising committee,

Ragnhild Van Der Straeten,
Tom Mens,
Stefan Van Baelen,

September 2008.
Acknowledgments

The Organising Committee of ChaMDE 2008 would like to thank the workshop Program Committee for their helpful reviews.

Academic members:

- Jean Bézivin, Université de Nantes, France
- Xavier Blanc, LIP6, France
- Dirk Deridder, Vrije Universiteit Brussel, Belgium
- Gregor Engels, University of Paderborn, Germany
- Vincent Englebert, Facultés Universitaires de Notre Dame de la Paix, Belgium
- Robert France, Colorado State University, USA
- Dragan Gasevic, Athabasca University, Canada
- Sébastien Gérard, CEA- LIST, France
- Wouter Joosen, K.U.Leuven, Belgium
- Richard Paige, University of York, UK
- Ivan Porres, Åbo Akademi University, Finland
- Bernhard Rumpe, University of Braunschweig, Germany
- Hans Vangheluwe, McGill University, Canada

Industry Members:

- Anneke Kleppe, Capgemini Financial Service, The Netherlands
- Jochen Küster, IBM Zurich Research Laboratory, Switzerland
- Laurent Rioux, THALES Research and Technology, France

This workshop is organised as an event in the context of

- the MoVES IAP-Phase VI Interuniversity Attraction Poles Programme funded by the Belgian State, Belgian Science Policy
- the research project "Model-Driven Software Evolution", an "Action de Recherche Concertée" financed by the Ministère de la Communauté française – Direction générale de l’Enseignement non obligatoire et de la Recherche scientifique
- the research project EUREKA-ITEA EVOLVE, partially funded by the Flemish government institution IWT (Institute for the Promotion of Innovation by Science and Technology in Flanders)
MDE Adoption in Industry: Challenges and Success Criteria

Parastoo Mohagheghi1, Miguel A. Fernandez2, Juan A. Martell2, Mathias Fritzche3 and Wasif Gilani3

1 SINTEF, P.O.Box 124-Blindern, N-0314 Oslo, Norway
parastoo.mohagheghi@sintef.no
2 Telefónica Research & Development, Valladolid, Spain
mafg@tid.es, jamartell@gfi-info.com
3 SAP Research CEC Belfast, United Kingdom
{mathias.fritzsche, wasif.gilani}@sap.com

Abstract. Model-Driven Engineering has been promoted for some time as the solution for the main problem software industry is facing, i.e. complexity of software development, by raising the abstraction level and introducing more automation in the process. The promises are many; among them improved software quality by increased traceability between artifacts, early defect detection, reducing manual and error-prone work and including knowledge in generators. However, in our opinion MDE is still in the early adoption phase and to be successfully adopted by industry, it must prove its superiority over other development paradigms and be supported by a rich ecosystem of stable, compatible and standardized tools. It should also not introduce more complexity than it removes. The subject of this paper is the challenges in MDE adoption from our experience of using MDE in real and research projects, where MDE has potential for success and what the key success criteria are.

Keywords: Model-driven engineering, challenges, domain-specific modeling, performance engineering, traceability.

1 Introduction

Today’s software systems are complex in nature; the size has been growing because of the increased functionality, heterogeneity is also becoming a bigger concern as systems are built from several systems or include legacy code, systems are distributed over multiple sites and there are new requirements such as dynamicity and autonomy (self-* properties, for example self-healing). Handling each of these challenges requires specific approaches which often include domain-specific knowledge and solutions. However, based on the experience gained from multiple domains and projects, some solutions may be identified as beneficial to complex software development in general.

Model-Driven Engineering (MDE) is an approach built upon many of the successful techniques applied in software engineering: It can be characterized by: a) raising the abstraction level by hiding platform-specific details; b) taking advantage
of models in all the phases of software development to improve understanding; c) developing specific languages and frameworks to achieve domain appropriateness; and d) taking advantage of transformations to automate repetitive work and improve software quality [1]. These are all techniques useful for complex system development and therefore one may expect rapid adoption of the paradigm by industry. So far, we cannot see such wide adoption, as also confirmed by a review of industrial experiences presented in [2]. To be accepted by the majority, the industry must gain confidence on the promises of MDE and have access to proper tools and experts.

The European research projects MODELWARE\textsuperscript{1} and its continuation MODELPLEX\textsuperscript{2} have focused on MDE approaches and tools with the goal of making them suitable for complex system development. Some of the companies involved in these projects have experience from applying MDE in real projects while others think that MDE is not yet mature enough to be taken from research projects to industry production. This paper therefore elaborates on where we can expect added value from MDE and what the barriers are from experiences gained in the context of these projects. In the remainder of this paper we discuss industry expectations and experience in Sections 2 and 3 and conclude our discussion in Section 4.

2 SAP Experience

SAP has already started working towards applying MDE concepts, and currently employs models in various stages of business application development. The Composition Environment is one example where MDE concepts are applied for efficient development of Composite Applications. Composite Applications are self-contained applications that combine loosely coupled services (including third party services) with their own business logic, and thereby provide user centric front-end processes that transcend functional boundaries, and are completely independent from the underlying architecture, implementation and software lifecycle. With Composition Environment even the non-technical users, such as business domain experts, consultants, etc., having no programming skills, are able to model and deploy customized applications suited to their specific business requirements.

Based on our experiences with the currently employed tools for MDE of business processes, such as the Composition Environment, we identified the general need of supporting non-technical users with regards to non-functional requirements, such as the impact of their design decisions on performance, etc. Within the context of performance engineering, for instance, such a support means guidance towards better design / configuration that actually meets the timelines, and optimized resource mapping against each activity in the business process.

We implemented such performance related decision support as an extension of MDE. By implementing this extension, named Model-Driven Performance Engineering (MDPE), we realized the need for supporting requirements with respect to non-functional aspects, especially performance. The implementation of MDPE heavily uses the MDE concepts such as meta-modeling, transformations, model

\textsuperscript{1} http://www.modelware-ist.org/
\textsuperscript{2} http://www.modelplex-ist.org/
weaving and mega-modeling. For instance, ten different meta-modeling languages are employed in order to make the process usable for a number of domain-specific modeling languages. During the implementation of MDPE, we recognized that the application of MDE concepts enabled us to focus on the creative tasks of development rather than repetitive coding. For instance, code generation for our meta-models saved us significant development effort. The only place where a significant amount of coding effort was required was for the integration of MDPE into the existing tool infrastructure.

Meta-model extension is the generally employed technique for model annotations, such as done with profiles in the case of UML [4]. However, this is not applicable while dealing with the proprietary models. The application of model weaving enabled us a high degree of flexibility as we are able to annotate any kind of proprietary model with the help of a generic editor [4]. Higher-order transformations are used to enable traceability in our approach [5]. Additionally, mega-modeling enables us to locate our model artifacts, such as the tracing models related to the models in our transformation chain [6].

As for the challenges, we experienced that MDE concepts are on the one hand very systematic and efficient, but on the other hand also difficult to understand for developers as they require quite a high level of abstraction and training. Also, the MDE tool support is sometimes not mature enough. Especially the available tooling to define model transformation chains lacks capabilities of modern IDEs, which could decrease the development time for model transformations significantly.

Concluding, based on the experiences gained with the development of MDPE, we are optimistic regarding the capabilities of MDE in case the tool support improves, and the MDE community meets the challenges associated with the MDE process, such as providing support for dealing with non-functional aspects of system development.

3 Telefónica Experience

In [3], we have discussed the experience of Telefónica in moving from a code-centric to a model-centric software development. Earlier efforts in modeling failed due to the complexity of UML, the lack of proper tools and the inability to maintain models in synch with code, among other issues. Due to the above problems with UML, we decided to develop our own programming tools and frameworks addressing the problem domain. But without any industry standards to rely on, this approach had no future in the long term and was also difficult to use for non-technical stuff, such as telecom domain experts, as it did not have the required abstraction level.

This was an experience from eight years ago, but not so many things seem to have fundamentally changed. What we look for is a domain-specific modeling (DSM) language integrated in a development environment that will permit the modeling of our basic domain concepts, such as interfaces, devices, networks, protocols and services. We also emphasize adhering to current industry standards in the domain, since we now look for a domain-specific solution, not a company-wide solution. Other requirements are: a) the ability to model in multiple abstraction levels, hiding
details as desired; b) the integration of model verification tools based on OCL or other constraint languages and c) the composition / weaving of the models at run time to reflect the changes in the network’s operational status.

In the road toward these objectives we foresee numerous challenges. First of all, the UML standard has evolved but, with this evolution, the syntax has become even more complex and the necessary supporting mechanisms and tools for dealing with this added complexity are not yet available. Even something as conceptually simple as exporting a UML diagram from one tool to another has not been accomplished yet with ease. On the other hand, developing a DSM solution requires high skills related to meta-modeling and tool development. Also a big concern with Domain-Specific Languages (DSLs) is getting the people in that domain to agree upon a standard syntax. Another challenge is having that DSL interact properly with anything outside of its domain, having a different underlying syntax to that of other languages.

Model synchronization (for example applying multiple profiles to a source model) and roundtrip engineering are yet to be addressed successfully and mechanisms for dealing with very large and complex models, such as hierarchical models, traceability and model management in general are also in an inception phase right now, at least regarding to the aspect of tool support. All these features are important to make a full fledged MDE process work in complex, real-life projects.

Another challenge for organizations wanting to get started in MDE, closely related with the previous idea of managing all these artifacts, is that they may end up dealing with more complexity than anticipated at first. The underlying problem here is: are the techniques for handling complexity in danger of making the software engineering process itself too complex? To adequately address complexity we have to substitute it for something simpler not for something different but equally complex.

It is our opinion also that there are some basic milestones a new technology has to go through for it to be considered mainstream. To start with, we need a proper context for it to flourish and be nurtured in. The fabric of this context is made of the proper professionals with the proper knowledge and expertise and supporting material which helps in turn to create these professionals. This has to be accompanied by the development of high-quality literature, tutorials and proper material to draw new professionals in.

The main question that an organization has to ask itself is “do I really need MDE?” The second question relates with its ability to adapt its processes to the ones needed from an MDE point of view (partially discussed also in [3]), adapt their staff to new ways of looking at problems and create new layers of software development supporting all the aspects MDE has to offer. Companies may be reluctant to change either their structure or part of it. Apart from software factories for product line engineering (PLE) we have not identified very good candidates for MDE to be applied to.

4 Conclusions

MDE is a long-term investment and needs customization of environment, tools and processes, and training. For companies that have a product line, MDE can pay off
since this cost is amortized over several projects. For one-of-a-kind projects this will not pay in most cases. Despite differences in domain and the type of systems developed in the two companies, there are common challenges as described here. The most important one is the complexity of developing an MDE environment tailored to the company needs. This environment requires:

- Developing proper languages for communication between technical and non-technical experts and for modeling various aspects. The major challenge here is to have the required language engineering expertise since creating own profiles or meta-models are difficult and for complex systems we probably need several languages. Hence more domain-specific meta-models and profiles are needed that are supported by tools and may be reused. The current tools for developing meta-models and editors are not user friendly, the learning curve is steep and the documentation and support is not satisfactory.

- Several tools are required for modeling, model-to-model and model-to-text transformation, verification and simulation, and other tools to store, reuse and compose models. There is no tool chain at the moment and companies must integrate several tools and perform adaptation themselves.

Both of the above requirements put a high burden on companies that traditionally used third-party tools for modeling and performed programming by hand. Training is another major challenge here. We see advantages in gradual introduction and support by management, as well as in the creation of teams of experts that can give support and create the necessary tools for MDE adoption in the whole company.

Acknowledgments. Part of the ideas presented in this paper are based on conclusions obtained in the MODELPLEX project (IST-FP6-2006 Contract No. 34081), cofunded by the European Commission as part of the 6th Framework Program.
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Abstract. Scalability is a desirable property in Model-Driven Engineering (MDE). The current focus of research in MDE is on declarative languages for model management, and scalable mechanisms for persisting models (e.g., using databases). In this paper we claim that, instead, modularity and encapsulation in modelling languages should be the main focus. We justify this claim by demonstrating how those two principles apply to a related domain – code development – where the issue of scalability has been addressed to a much greater extent than in MDE.

1 Introduction

The adoption of MDE technologies in an industrial context involves significant benefits but also substantial risks. Benefits in terms of (eventual) productivity, quality and reuse are today foreseeable. On the other hand, the most important concerns raised of MDE are those of scalability [1], the cost of introducing MDE technologies to the development process (training, learning curve) and longevity of MDE tools and languages. To our perception, the latter two concerns (cost of induction and longevity) are not preventive for the adoption of MDE; however scalability is what is holding back a number of potential adopters.

2 Scalability in MDE

Large companies typically develop complex systems that require proportionally large and complex models that form the basis of representation and reasoning. Moreover, development is typically carried out in a distributed context and involves many developers with different roles and responsibilities. In this context, typical exploratory questions from industrial parties interested in adopting MDE include the following:

1. In our company we have huge models, of the order of tens of thousands of model elements. Can your tool/language support such models?
2. I would like to use model transformation. However, when I make a small change in my (huge) source model, it is important that only this change to be propagated to the target model; I don’t want the entire target model to be regenerated.
3. (similarly) I would like to use code generation. However, when I make a small change in my (huge) model I don’t want all the code to be regenerated.

4. In my company we have many developers and each manages only a specific part of the model. I would like each developer to be able to check out only a part of the model, edit it locally and then merge the changes into the master copy. The system should also let the developers know if their changes are in conflict with the rest of the model or with changes done by other developers.

Instead of attempting to answer such questions directly, we find it useful to consider analogies with a proven and widely used environment that addresses those problems in a different – but highly relevant – domain. The domain is code development and the environment is the well known and widely used Eclipse Java Development Tools (JDT).

As a brief overview, JDT provide an environment in which developers can manage huge code-bases consisting of (tens of) thousands of Java source code files (concern 1). JDT supports incremental consistency checking and compilation (concerns 2,3) in the sense that when a developer changes the source code of a particular Java class, only that class and any other classes affected by the change – as opposed to all the classes in the project or the workspace – are re-checked and re-compiled. Finally, JDT is orthogonal with version control, collaborative development (concern 4), and multi-tasking tools such as CVS and SVN and Mylyn.

3 Managing Volume Increase

As models grow, tools that manage them, such as editors and transformation engines, must scale proportionally. A common concern often raised is that modelling frameworks such as EMF and widely-used model management languages do not scale beyond a few tens of thousands of model elements per model. While this is a valid concern, it is also worth mentioning that the Java compiler does not allow source-code files that exceed 64 KB, but in the code-development domain this is rarely a problem.

The reason for this asymmetry in perception is that in code development, including all the code of an application in a single file is considered – at least – bad practice. By contrast, in modelling it is deemed reasonable to store a model that contains thousands of elements in a single file. Also, it is reasonable that any part of the model can be hard-linked with an ID-based reference to any other part of the model.

To deal with the growing size of models and their applications, modelling frameworks such as EMF [2] support lazy loading and there are even approaches, such as Teneo [3], for persisting models in databases. Although useful in practice, such approaches appear to be temporary workarounds that attempt to compensate for the lack of encapsulation and modularity constructs in modelling languages. In our view, the issue to be addressed in the long run is not how to manage large monolithic models but how to separate them into smaller modular
and reusable models according to the well understood principles defined almost
40 years ago in [4], and similarly to the practices followed in code development.

4 Incrementality

In the MDE research community, incrementality in model management is sought
mainly by means of purely declarative model transformation approaches [5, 6].
The hypothesis is that a purely declarative transformation can be analysed au-
tomatically to determine the effects of a change in the source model to the target
model. Experience has demonstrated that incremental transformations are in-
deed possible but their application is limited to scenarios where the source and
target languages are similar, and the transformation does not involve complex
calculations.

JDT achieves incrementality without using a declarative language for compil-
ing Java source to bytecode; instead it uses Java which is an imperative language.
The reason JDT can achieve incremental transformation lies mainly within Java
itself. Unlike the majority of modelling languages, Java has a set of well-defined
modularity and encapsulation rules that, in most cases, prevent changes from
introducing extensive ripple effects.

But how does JDT know what is the scope of each change? The answer is
simple: it is hard-coded. However, due to the modular design of the language,
those cases are relatively few and the benefits delivered justify the choice to hard-
code them. Also it is worth noting that the scope of the effect caused by a change
is not related only to the change and the language but also to the intention of
the transformation. For example, if instead of compiling the Java source code to
bytecode we needed to generate a single HTML page that contained the current
names of all the classes we would unavoidably need to re-visit all the classes (or
use cached values obtained earlier).

5 Collaborative Development

As discussed in Section 2, a requirement is to enable collaborative development
of models. A common requirement is that each developer should be able to
check out a part of the model, modify it and then commit the changes back
to the master copy/repository. Again, the formulation of this requirement is
driven by the current status which typically involves constructing and working
with large monolithic models. With enhanced modularity and encapsulation,
big models can be separated into smaller models which can then be managed
using robust existing collaborative development tools such as CVS and SVN,
augmented with model-specific version comparison and merging utilities such as
EMF Compare [7]. Given the criticality of version control systems in the business
context, business users are particularly reluctant to switching to a new version
control system\(^1\). Therefore, our view is that radically different solutions, such as dedicated model repositories, that do not build on an existing robust and proven basis are highly unlikely to be used in practice.

6 Modularity in Modelling Languages

All the above clearly demonstrate the importance of modularity and encapsulation for achieving scalability in MDE. There are two aspects related to modularity in modelling: the design of the modelling language(s) used and the capabilities offered by the underlying modelling framework. In this section we briefly discuss how each of those aspects affect modularity and envision desirable capabilities of modelling frameworks towards this direction.

6.1 Language Design

With the advent of technologies such as EMF and GMF, implementing a new domain-specific modelling language and supporting graphical editors is a straightforward process and many individuals and organizations have started defining custom modelling languages to harvest the advantages of the context-specific focus of DSLs. When designing a new modelling language, modularity must be a principal concern. The designers of the language must ensure that large models captured using the DSL can be separated into smaller models by providing appropriate model element **packaging** constructs. Such constructs may not be part of the domain and therefore they are not easily foreseeable. For example, when designing a DSL for modelling relational databases, it is quite common to neglect **packaging**, because relational databases are typically a flat list of tables. However, when using the language to design a database with hundreds of tables, being able to group them in conceptually coherent packages is highly important to the manageability and understandability of the model.

6.2 Modelling Framework Capabilities

In contemporary modelling frameworks there are three ways to capture relationships between two elements in a model: containment, hard references and soft references. Containment is the natural relationship of one element being a composite part of another, a hard reference is a unique-ID-based reference that can be resolved automatically by the modelling framework and a soft reference is a reference that needs an explicit resolution algorithm to navigate \(^8\).

To enable users to split models over multiple physical files, contemporary modelling frameworks support cross-model containment (i.e., the ability of a model element to contain another despite being stored in different physical files).

\(^1\) Evidence of this is that CVS which was introduced in the 1980s is still the most popular version control system despite its obvious limitations compared to newer systems such as SVN
With regard to hard and soft non-containment references, hard references are typically proffered because they can be automatically resolved by the modelling framework and thus, they enable smooth navigation over the elements of the model with languages such as OCL and Java. Nevertheless, in our view hard references are particularly harmful for modularity as they increase coupling between different parts of the model and prevent users from working independently on different parts. On the other hand, soft references enable clean separation of model fragments but require custom resolution algorithms which have to be implemented from scratch each time.

To address this problem, we envision extensions of contemporary modelling frameworks that will be able to integrate resolution algorithms so that soft references can be used, and the efficient and concise navigation achievable with languages such as OCL can still be performed.

7 Conclusions

In this paper we have demonstrated the importance of modularity and encapsulation for achieving scalability in MDE. We have identified two main problems: neglect of modularity constructs during the design of modelling languages and extensive use of ID-based references that lead to high coupling between different parts of the model. With regard to the first issue we have been working on preparing a set of guidelines for the design of scalable and modular DSLs and expect to report on this soon. The second issue is quite more complex and we plan to elaborate and prototype a solution based on EMF in the near future.
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Abstract. The central idea of Model-Driven Engineering (MDE) is to use models as the main artifact in the process of software development. One of the “grand visions” of MDE is to leverage models at every stage of the development process, from requirements to design, implementation and maintenance. While great advances have been made, MDE is still lacking adoption by developers. We believe that for MDE to live up to its full potential it must rest on a solid foundation, and therefore, one of the main challenges facing MDE today is the establishment of such foundation. In order to illustrate what can be achieved, what is missing and what kind of issues must be addressed by a successful approach to MDE, we take a look at UML-RT.

1 Introduction

Software Engineering has as purpose making the process of software development an engineering discipline. All engineering fields rely on the disciplined use of models to reach their objectives. From sketches to blueprints and detailed mathematical equations, models play a central role in capturing requirements and design. They allow engineers to reduce risks and costs by dealing with fundamental decisions in the early stages of development. They serve as guides for implementation. Furthermore, they also serve as a useful mechanism for communication between clients, engineers, implementers, etc.

The benefits of models are apparent throughout the engineering spectrum. Taking a cue from other engineering disciplines, Model-Driven Software Engineering proposes the use of models in software development. Nevertheless, this vision of the use of models throughout the software development process is not yet a reality, in spite of advances in the field. MDE does not yet enjoy widespread adoption. Why is this the case? There are many different reasons concerning both “cultural” and technical issues. Amongst many software developers there is still a culture of coding: to them code, rather than models, are the real object of development. Furthermore, there is lack of training and education in MDE methods both in academia and industry. On the more technical side, the applications of MDE sometimes seem ad hoc, brittle and unscalable to the current and future demands on software.
How can we deal with these issues? There is no obvious “silver bullet,” and therefore a wise strategy would be to attack the problem from all possible sides. There is a need for more publicly documented success stories of MDE. There is a need for more training programs in MDE, for relevant textbooks with realistic examples and tools. There is a need for improvement in modelling languages. There is a need for better tools that help automate the use of models, including modelling editors, code generators, simulators and analysis tools such as model checkers. But for these tools and development processes to be more generally beneficial and less ad hoc, they need to be cemented on a solid foundation, and therefore we need a better, deeper understanding of the underlying theory of modelling. Hence, the challenge is to find a proper foundation for MDE that supports the process of software development in general, and to support the analysis of models and the creation of tools in particular.

Modelling tools depend, of course, on the modelling languages being used. To be able to do any non-trivial manipulation or analysis on models, their modelling languages need to have a rich and expressive, yet simple and manageable set of linguistic features and constructs (abstract syntax) with a usable notation (concrete syntax) and well-defined meaning (semantics) which can guarantee strong properties that aid in the analysis of models. Hence the problems of identifying effective syntax and semantics and finding suitable ways to describe them, are at the very core of the foundations of modelling. Furthermore, it is not enough to define the meaning of a language’s constructs to be able to use it effectively. It is also fundamental to have an understanding of which language patterns are better or desirable (for maintainability, performance, etc.,) as well as an understanding of best practices. Therefore, in addition to syntax and semantics, a foundation for MDE should also cover pragmatics, much in the same way as in the theory of programming languages and linguistics in general. Syntax, semantics and pragmatics provide a basis for reasoning about models.

In order to illustrate the need for research in foundations of MDE, and to suggest some approaches to this challenge we look at one of the more successful realizations of MDE: UML-RT/Rational RoseRT.

2 An example: UML-RT/RoseRT

UML-RT [9] is a UML profile intended for the domain of distributed, embedded real-time systems that evolved from the ROOM modeling language and methodology [8]. Rational Rose Technical Developer (formerly RoseRT) is a development environment for UML-RT developed by Rational Software Corporation (now part of IBM.) A model in UML-RT consists of a hierarchical specification of components called capsules which contain behavioural specifications in the form of State Machines, and which can interact between them through connectors1. Figure 1 shows an example of a UML-RT model. Figure 1 (a) shows a structural view of the model consisting of a capsule A with capsules B and C

---

1 The term “connector” as used here can be seen as an example of “connector” as it is sometimes used in software architecture [10].
(a) Structure: a hierarchical capsule.  (b) Behaviour: a State Machine.

Fig. 1. An example of a UML-RT model.

contained in A, and linked through connectors. Some ports have associated State Machines, a simplified form of Statecharts [3], as shown in Figure 1 (b).

UML-RT provides a set of features which is rich enough, and expressive enough to model large systems and manage their complexity. For example, it enforces strong encapsulation by making interaction through ports and connectors the only mechanism to change a capsule’s state\(^2\). Such strong encapsulation enables compositional designs and therefore it helps tackling complexity. Other examples include simplified State Machines without orthogonal regions, which are a source of many complications, and a simple run-to-completion semantics, whereby the system reaches a stable state before processing the next event. These features give models strong properties which enable a clear conceptual understanding necessary for reasoning about systems. Furthermore, they seem to provide effective control of complexities of development.

Aside from a strong set of linguistic features, UML-RT enjoys a reasonably simple notation and syntax which makes diagrams understandable despite the complexity of models (e.g., hierarchical capsules with ports, hierarchical states and group transitions, etc.)

Furthermore, it enjoys good tool support as provided by RoseRT, a tool that provides code generation, some support for analysis of models (e.g., supporting a conservative approach to static deadlock analysis,) and respects the needs of developers (e.g., by allowing incomplete or non-wellformed models during active development.)

In summary, UML-RT seems to be a well-designed language with a set of syntactic and semantic features as well as reasoning support that make the use of models worth-while, this is, the benefits (e.g., substantially increased productivity) outweigh the costs. All these characteristics seem to explain, at least in part, the success of UML-RT in its domain.

Nevertheless, not everything about UML-RT is perfect, and there is much room for improvement, in terms of features, tool support and formal semantics. For example, with respect to features, there is a pressing need for an action language [5] to better align modelling with the execution environment (e.g., by

\(^2\) cf. [10] urges to make connectors first-class in software architecture.
preventing harmful use of actions in State Machines, and ensure they conform with the semantics.) There is also a need for behavioural interface specifications (e.g., as given by Protocol State Machines,) to improve support for modular design to deal with the intricacies of software composition by imposing constraints on component interactions (e.g., specifying ordering of events.) Another example is the lack of direct support, in spite of its name, for real-time specifications and schedulability analysis. These are just a few examples to highlight the need for research of features and capabilities that could further enhance the effectiveness of UML-RT and RoseRT, ultimately improving the development process.

On the tooling side there is also need for much research. For instance, the realization of certain language features by simulation or code generation introduces complex issues (e.g., how to guarantee run-to-completion semantics in the presence of multi-threading, or how to implement real-time.) There is also need for better support for execution and analysis, for example in the form of debugging, model animation and execution traces.

With respect to formal semantics of UML-RT there has been some promising research (e.g., [2,4,7,11],) but there does not seem to be a generally accepted formal foundation yet. There is a need for a better understanding of the role of theories that have been proposed, and therefore we need to compare and relate them, and we need to explore their applicability, to see how they aid us in developing and reasoning about systems.

3 Conclusions
A well-designed and effective modelling language(s) is a necessary prerequisite for an MDE approach to be successful. The current state of the art does not yet provide the kind of understanding required. Just as the applications of MDE appear ad hoc, the design of modelling languages often does too. Hence, more research into modeling language design is needed, covering syntax, semantics, pragmatics, and reasoning. In particular, when designing modelling languages, or examining existing ones, we need to:

- identify core features central to modelling in the intended domain: consider the case of UML 2, a language with many features, often criticized for suffering a language bloat problem; there is limited understanding of how all such features interact with each other and as a consequence, only a subset is used in practice (e.g., associations in class diagrams [1] or actions in activity diagrams); this highlights the importance of efforts such as the fUML proposal which attempts to find a manageable, executable subset of the UML [6],
- clarify their semantics and possible properties and trade-offs: consider again the case of UML 2 and in particular, activity diagrams whose token-offer semantics involve intricate deadlock avoidance rules; like the rest of the UML, there is no formal semantics yet for this, but it needs to be clarified as activities play a central role in UML 2,
- clarify the impact of model transformations on relevant properties of models: as models go through a complex life cycle and are manipulated by transfor-
mations, it becomes essential that these transformations preserve the model’s semantics and any property of interest (e.g., safety, liveness, security, etc.)

study language patterns: how are constructs better applied and combined? language patterns might yield insight on the language’s features and provide guidance for design.

We believe that process algebras could help solving these issues and provide an adequate foundation. Nevertheless, much work needs to be done, in particular to close the gap between the theory of process algebras and the practice of MDE.

Other challenges to discuss at the workshop
1. Multi-formalism modelling: the semantics and pragmatics of models with different components or views described in different Domain Specific Languages.
2. Optimized code generation: what kind of optimizations can be applied to models and code generated from them.
3. Training, teaching and dissemination of MDE methods.
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Abstract. Although Model Driven Software Development (MDSD) is achieving significant progress, it is still far from becoming a real Engineering discipline. In fact, many of the difficult problems of the engineering of complex software systems are still unresolved, or simplistically addressed by many of the current MDSD approaches. In this position paper we outline three of the outstanding problems that we think MDSD should tackle in order to be useful in industrial environments.

1 Introduction

Although both MDSD and MDA have experienced significant advances during the past 8 years, some of the key difficult issues still remain unresolved. In fact, the number of engineering practices and tools that have been developed for the industrial design, implementation and maintenance of large-scale, enterprise-wide software systems is still low — i.e. there are very few real Model-Driven Engineering (MDE) practices and tools. Firstly, many of the MDSD processes, notations and tools fall apart when dealing with large-scale systems composed of hundreds of thousands of highly interconnected elements; secondly, MDE should go beyond conceptual modeling and generative programming: it should count on mature tool-support for automating the design, development and analysis of systems, as well as on measurable engineering processes and methodologies to drive the effective use of all these artifacts towards the predictable construction of software systems. In particular, engineering activities such as simulation, analysis, validation, quality evaluation, etc., should be fully supported.

We are currently in a situation where the industry is interested in MDE, but we can easily fail again if we do not deliver (promptly) anything really useful to them. There are still many challenges ahead, which we should soon address in order not to lose the current momentum of MDE.

In this position paper we focus on three of these challenges. Firstly, the specification of the behavioral semantics of metamodels (beyond their basic structure), so that different kinds of analysis can be conducted, e.g., simulation, validation and model checking. A second challenge is the support of the notion of time in these behavioral descriptions, another key issue to allow industrial systems to be realistically simulated and properly analyzed — to be able to conduct,
e.g., performance and reliability analysis. Finally, we need not only to tackle the accidental complexity involved building software systems, but we should also try to deal with their essential complexity. In this sense, the effective use of independent but complementary viewpoints to model large-scale systems, and the specification of correspondences between them to reason about the consistency of the global specifications, is the third of our identified challenges.

2 Adding Behavioral Semantics to DSLs

Domain Specific Languages (DSLs) are usually defined only by their abstract and concrete syntaxes. The abstract syntax of a DSL is normally specified by a metamodel, which describes the concepts of the language, the relationships among them, and the structuring rules that constrain the model elements and their combinations in order to respect the domain rules.

The concrete syntax of a DSL provides a realization of the abstract syntax of a metamodel as a mapping between the metamodel concepts and their textual or graphical representation (see Fig. 1). A language can have several concrete syntaxes. For visual languages, it is necessary to establish links between these concepts and the visual symbols that represent them — as done, e.g., with GMF. Similarly, with textual languages links are required between metamodel elements and the syntactic structures of the textual DSL.

Current DSM approaches have mainly focused on the structural aspects of DSLs. Explicit and formal specification of a model semantics has not received much attention by the DSM community until recently, despite the fact that this creates a possibility for semantic mismatch between design models and modeling languages of analysis tools [1]. While this problem exists in virtually every domain where DSLs are used, it is more common in domains in which behavior needs to be explicitly represented, as it happens in most industrial applications of a certain complexity. This issue is particularly important in safety-critical
real-time and embedded system domains, where precision is required and where semantic ambiguities may produce conflicting results across different tools. Furthermore, the lack of explicit behavioral semantics strongly hampers the development of formal analysis and simulation tools, relegating models to their current common role of simple illustrations.

The definition of the semantics of a language can be accomplished through the definition of a mapping between the language itself and another language with well-defined semantics (see Fig. 1). These semantic mappings [2] are very useful not only to provide precise semantics to DSLs, but also to be able to simulate, analyze or reason about them using the logical and semantical framework available in the target domain. In our opinion, in MDE these mappings can be defined in terms of model transformations.

Describing Dynamic Behavior. There are several ways for specifying the dynamic behavior of a DSL, from textual to graphical. We can find approaches that make use of, e.g., UML diagrams, rewrite logic, action languages or Abstract State Machines [3] for this aim. One particular way is by describing the evolution of the state of the modeled artifacts along some time model. In MDE, model transformation languages that support in-place update [4] can be perfect candidates for the job. These languages are composed of rules that prescribe the preconditions of the actions to be triggered and the effects of such actions. Furthermore, if these transformations use concrete syntax of the DSL, they allow designers to work with domain specific concepts [5], raising the level of abstraction and making behavioral specifications intuitive to specify and understand.

Model Simulation and Analysis. Once we have specified the behavior of a DSL, the following step is to perform simulation and analysis over the produced specifications. Defining the model behavior as a model will allow us to transform them into different semantic domains. In general, each semantic domain is more appropriate to represent and reason about certain properties, and to conduct certain kinds of analysis [3]. Of course, not all the transformations can always be accomplished: it depends on the expressiveness of the semantic approach.

3 Adding Time to Behavioral Specifications

Formal analysis and simulation are critical issues in complex and error-prone applications such as safety-critical real-time and embedded systems. In such kind of systems, timeouts, timing constraints and delays are predominant concepts [6], and thus the notion of time should be explicitly included in the specification of their behavior.

Most simulation tools that allow the modeling of time require specialized knowledge and expertise, something that may hinder its usability by the average DSL designer. On the other hand, current in-place transformation techniques do not allow to model the notion of time in a quantitative way, or allow it by adding some kind of clocks to the DSL metamodel. This latter approach forces
designers to modify the DSL metamodel to include time aspects, and allows them to easily design rules that lead the system to time-inconsistent states (cf. [6]). Furthermore, standard approaches only allow rule patterns (such as LHS) to be composed of system states, making many useful action properties inexpressible without unnatural changes to a system’s specification [7].

One way to avoid this problem is by extending behavioral rules with their duration, i.e., by assigning to each action the time it needs to be performed. Analysis of these timed rules cannot easily done using the common theoretical results and tools defined for graph transformations. However, other semantic domains are better suited. We are now working on the definition of a semantic mapping to real-time Maude’s rewrite logic [8]. This mapping brings several advantages: (1) it allows to perform simulation, reachability and model-checking analysis on the specified real-time systems; (2) it permits decoupling time information from the structural aspects of the DSL (i.e., its metamodel); and (3) it allows to state properties over both model states and actions, easing designers in the modeling of complex systems.

4 Viewpoint Integration and Consistency

Large-scale heterogeneous distributed systems are inherently much more complex to design, specify, develop and maintain than classical, homogeneous, centralized systems. Thus, their complete specifications are so extensive that fully comprehending all their aspects is a difficult task. One way to cope with such complexity is by dividing the design activity according to several areas of concern, or viewpoints, each one focusing on a specific aspect of the system, as described in IEEE Std. 1471.

Following this standard, current architectural practices for designing open distributed systems define several distinct viewpoints. Examples include the viewpoints described by the growing plethora of Enterprise Architectural Frameworks (EAF): the Zachman’s framework, ArchiMate, DoDAF, TOGAF, FEAF or the RM-ODP. Each viewpoint addresses a particular concern and uses its own specific (viewpoint) language, which is defined in terms of the set of concepts specific that concern, their relationships and their well-formed rules.

Although separately specified, developed and maintained to simplify reasoning about the complete system specifications, viewpoints are not completely independent: elements in each viewpoint need to be related to elements in the other viewpoints in order to ensure the consistency and completeness of the global specifications. The questions are: how can it be assured that indeed one system is specified? And, how can it be assured that no views impose contradictory requirements? The first problem concerns the conceptual integration of viewpoints, while the second one concerns their consistency. There are many approaches that try tackle the problem of consistency between viewpoints, many of them coming from ADL community (see, e.g., [3] for a list of such works). However, many of the current viewpoint modeling approaches to system speci-
fication used in industry (including the IEEE Std. 1471 itself and the majority of the existing EAFs) do not address these problems (c.f. [9]).

The most general approach to viewpoint consistency is based on the definition of correspondences between viewpoint elements. Correspondences do not form part of any of the viewpoints, but provide statements that relate the various different viewpoint specifications—expressing their semantic relationships. The problem is that current proposals and EAFs not consider correspondences between viewpoints, or assume they are trivially based on name equality between correspondent elements and are implicitly defined. Furthermore, the majority of approaches that deal with viewpoint inconsistencies assume that we can build an underlying metamodel containing all the views, which is not normally true. For instance, should such a metamodel consist of the intersection or of the union of all viewpoints elements? Besides, the granularity and level of abstraction of the viewpoints can be arbitrarily different, and they may have very different semantics, which greatly complicates the definition of the common metamodel.

Our efforts are currently focused on the development of a generic framework and a set of tools to represent viewpoints, views and correspondences, which are able to manage and maintain viewpoint synchronization in evolution scenarios, as reported in [10], and that can be used with the most popular existing EAFs.
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Abstract. Current MDE technologies are often demonstrated using well-known scenarios that consider the MDE infrastructure to already be in place. When starting up your own model-driven development infrastructure, because existing boxed-in tools are insufficient, for example, you will come across a number of challenges. Generally, you cannot just sit down and implement all your model transformations and other MDE infrastructure, because it simply takes too long before you get usable results. An incremental approach to putting model-driven development into place gives you the necessary “break-points”, but poses extra challenges with regard to the MDE technologies used. This paper discusses some of these challenges, such as bootstrapping a step-wise refinement chain of model transformations, bootstrapping the (usage of the) modelling language, the position of round-trip engineering and useful properties for a model transformation tool.

1 Introduction

Current MDE technologies are often demonstrated from the point of view where either the MDE infrastructure is already in place, or the MDE infrastructure is part of a ready-to-run solution that only requires you to provide some models and off you go. That leaves out the scenario where you’ll have to provide your own MDE infrastructure, such as meta-models, model transformations, configuration tools and build processes. A common reason for this scenario is that the existing ready-to-run MDE tools don’t provide (exactly) what you want and require you to do some “post-customisation” of the tool’s output. That “post-customisation” is a typical model transformation scenario, which means that writing your own model transformation definitions is suddenly within the scope of your software development process. Moving model transformation definition within the scope of your development process poses a number of challenges.

In this paper, I will elaborate on some of these challenges and relate them to each other by means of a central case study. This case study involves the model-driven development of an instant messenger application1.

* The author’s work is part of the VariBru project, which is funded by the Institute for the encouragement of Scientific Research and Innovation of Brussels (ISRIB)

1 http://ssel.vub.ac.be/ssel/research:mdd:casestudies:im
2 Bootstrapping model transformations and language abstractions

The instant messenger case study started out with a UML model and a simple Java code generator. At this point, one could identify several recurring patterns in the source model: getter and setter methods, explicit observer pattern implementations, explicit abstract factory pattern implementations, etc. There were also parts in the source model that hampered platform independence, such as explicit references to Java API (collection types, applet, AWT). These recurring patterns as well as the platform-specific parts were all candidates for abstraction and model transformation. I’ve decided to start with automatically generating the getters and setters.

When you define a model transformation, you already know which recurring pattern you want to generate in your output model: getters and setters in this case. Now you need to decide what language abstractions to use in your source model to represent the combination of an attribute and its getters and setters. UML uses the profile mechanism for this, where you can extend the semantics of existing language constructs with stereotypes. Let’s say you define an <<EncapsulatedAttribute>> stereotype on top of the attribute language construct. You can then use a model transformation to generate getter and setter methods for each encapsulated attribute. Listing 1.1 shows what such a transformation definition could look like in ATL.

``` ATL
module Accessors;
create OUT : UML2 from IN : UML2;
...
rule PublicPropertySingle {
  from s : UML2!"uml::Property" (UML2!"Accessors::EncapsulatedAttribute".allInstances()->select(e|e.base_Property=s)->notEmpty())
  using { baseNameS : String = s.accessorBaseNameS; }
  to t : UML2!"uml::Property" (...),
     getOp : UML2!"uml::Operation" (name <- 'get'+baseNameS, class <- s.class, ownedParameter <- Sequence(getPar)),
     getPar : UML2!"uml::Parameter" (name <- 'return', type <- s.type, direction <- #return),
     getDep : UML2!"uml::Dependency" (name <- 'Get'+baseNameS, client <- getOp, supplier <- s),
     getDepST : UML2!"Accessors::accessor" (base_Dependency <- getDep), ...
}
```

Listing 1.1. Accessors ATL transformation module

The interesting part of this transformation definition lies in the complexity of working with stereotypes. Whereas the UML modelling tools provide a user-friendly way of working with stereotypes, model transformation tools fail to hide the underlying complexity of stereotypes. Stereotypes have a meta-class representation that allows them to be instantiated at the model level: stereotype applications. The example transformation definition in Listing 1.1 applies the <<accessor>> stereotype by instantiating the UML2!"Accessors::accessor"
meta-class. In order to find stereotyped elements, the model transformation has to look up each UML2!"uml::Property" instance, as well as each UML2!"Accessors::EncapsulatedAttribute" instance, and match them against each other. This inefficient procedure is a direct result of the fact that the UML2 meta-model has no knowledge of any stereotype definitions.

Another way of introducing new language abstractions is by extending the meta-model. In the case study, that would be the UML2 meta-model. Listing 1.2 shows what the Accessors transformation definitions looks like when you use a meta-model extension\(^2\). The input pattern is simpler, as it only needs to find instances of UML2!"accessors::EncapsulatedProperty", and the dependency between getters/setters and their attribute no longer requires a separate stereotype instance that links to it.

```
module Accessors2;
create OUT : UML2 from IN : UML2;

// rule PublicPropertySingle {
  from s : UML2!"accessors::EncapsulatedProperty"
  using { baseNameS : String = s.accessorBaseNameS; } 
  to t : UML2!"accessors::EncapsulatedProperty" (...),
    getOp : UML2!"uml::Operation" (name <- 'get'+baseNameS,
      class <- s.class,
      ownedParameter <- Sequence{getPar}),
    getPar : UML2!"uml::Parameter" (name <- 'return ',
      type <- s.type,
      direction <- #return),
    getDep : UML2!"accessors::AccessorDependency" (name <- 'Get'+baseNameS,
      client <- getOp,
      supplier <- s), ...
}
```

Listing 1.2. Accessors2 ATL transformation module

The previous transformation definition examples illustrate a conflict that has existed in the MDE community for a long time: should you use UML profiles or meta-models for language extension? In the domain of program transformation, people have used modular grammars, as is demonstrated by the Stratego/XT approach to implementing language extensions and transformation definitions \[5\]. Considering this and the added complexity of stereotypes in the domain of model transformation, direct extension using modular meta-models seems the way to go.

However, it is not likely that UML tools are going to support unlimited meta-model extension any time soon. This is demonstrated by the fact that UML has been defined by a meta-model for over 10 years, while UML extensions are still defined as profiles today. The technical reason behind this is that in graphical languages, syntax extension is more complicated than in textual languages. Extension by stereotypes is easy from a concrete syntax point of view: just add UML keywords to the original graphical representation of the stereotyped model element. Tools for defining graphical concrete syntax, such as the Eclipse

\(^2\) I still use the name UML2 to refer to the extended meta-model: UML2 is only a symbolic name that can be bound to any concrete meta-model.
Graphical Modeling Framework, are not nearly as easy to use as the tools for meta-modelling.

I believe that this paradox, where easy language extension causes complex model transformation definitions, can be mitigated by providing an automated translation from UML models with profiles to models based on “pure” meta-models. A simple transformation can generate the meta-model representation of a UML profile. A higher-order transformation can generate a transformation definition that translates stereotype instances applied to regular model elements to special model elements. The result would be a situation where you can create UML models with profiles, while you can also write the kind of transformation definitions shown in Listing 1.2.

3 Evolving a step-wise refinement chain

The previous section started out from the initial state of the instant messenger case study, which exhibited several candidates for language abstraction and model transformation: getter and setter methods, explicit observer pattern implementations, explicit abstract factory pattern implementations, explicit references to Java API (collection types, applet, AWT), etc. Now that a language abstraction and a model transformation definition are in place for getter and setter methods, a start can be made with the other abstractions/transformation definitions.

Keeping the transformation of each language abstraction you’ve introduced nicely separated in its own transformation definition reduces local complexity. You can concentrate on solving a local transformation problem. Global complexity does not reduce, however, and generally requires managing. Take the model transformation for the observer pattern, for example. This model transformation adapts the setters of each observed attribute such that the update() method of the observers is triggered. That means that the setter methods must already exist in the model.

Batory et al. have already pointed out that you need to manage dependencies between the different refinement steps in [1]. There even are a number of model transformation languages that support critical pair analysis [6][7], which provides an automated analysis of any dependencies between model transformation definitions. Unfortunately, critical pair analysis is not an easy computing task and doesn’t scale well. It is also not applicable to all model transformation languages.

Normally, transformation definitions in a step-wise refinement chain are designed to work on the output of the previous model transformation and the developer is conscious of the dependencies. When adding alternatives for a specific model transformation definition, or when changing one of the model transformation definitions in the refinement chain, the situation becomes different. Will the alternative/changed model transformation definition still provide what is required by the next transformation steps? Techniques such as critical pair
analysis may be able to tell whether the following transformation steps will still trigger, but can’t say much about changes in the semantics of the outcome.

I rather believe that the dependencies between transformation steps must be concentrated in semantically rich meta-classes. For example, when the observer pattern transformation definition requires the presence of setter methods in order to adapt them, the meta-model should provide an explicit notion of setter methods. By converging the dependencies between transformation steps in semantically rich meta-classes, automated analysis of such dependencies becomes much easier.

4 To round-trip or not to round-trip

The instant messenger case study uses an incomplete code generator, that does not understand any of the UML behaviour diagrams. Instead, it uses UML’s support for adding native method bodies in Java, C++, etc. to operations. Obviously, Java editing support in a UML case tool is nowhere near as advanced as what Eclipse JDT can provide. As a result, all method bodies for the instant messenger are written in Eclipse JDT, after the skeleton code is generated. These method bodies are then manually added back to the UML model, such that the next code generation cycle picks them up. This approach is a terrible maintenance nightmare and cannot be used in real situations. Merging-style code generators, such as EMF’s JET and Acceleo, look nice in the beginning. They provide a way to propagate any changes in the model back to the code while merging with the existing, hand-written code. They do not provide a way to propagate code changes back to the model, however. That means that model and code can still grow apart from each other and at some point the model no longer reflects what is in the code.

A full round-trip engineering (RTE) approach can be used to solve this problem. RTE is useful in situations where the model does not provide a complete view of the software. In the case of the instant messenger, the model provides a complete specification, but still an incomplete view: the Eclipse JDT view of the method bodies is far more useful. The problem with RTE is that it is very hard to do in a general way, as is illustrated by Van Paesschen in [3] and by Antkiewicz et al. in [4]. First of all, the model transformations must be executable in both directions. There are bi-directional model transformation languages, such as QVT Relations [8] and Triple Graph Grammars [9], that support this. Writing a bi-directional transformation definition is more complex than writing a single direction transformation, however. Your output patterns have a double function as input patterns as well. As such, you must make sure that your output patterns function correctly as input patterns as well. Then, both Van Paesschen and Antkiewicz acknowledge that RTE requires more than just bi-directional transformations in the case that your model transformation definitions are not injective. Consider a simple model transformation that applies a profile to a model if and only if that profile was not yet applied. The reverse of this transformation is not possible without having the original source model available.
Recent work on RTE shows a different approach to the problem. In [10], Hettel et al. point to the possibility of doing RTE with only having a forward transformation definition and reference source and target models available. In [11], Xiong et al. actually go as far as claiming an initial implementation of such a system based on ATL. If this approach can be made to work in general, where the developer only needs to provide source model and forward model transformation definition, this removes any disadvantages that RTE has over simple forward engineering.
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Abstract. In the MDD approaches, models become the primary artifact of the development process and the basis for code generation. Identifying defects early, at the model-level, can help to reduce development costs and improve software quality. There is an emerging need for verification techniques usable in practice, i.e. able to find and notify defects in real-life models without requiring a strong verification background or extensive model annotations. Some promising approaches revolve around the satisfiability property of a model, i.e. deciding whether it is possible to create a well-formed instantiation of the model. We will discuss existing solutions to this problem in the UML/OCL context. Our claim is that this problem has not yet been satisfactorily addressed.

1 Introduction

Model-driven development (MDD) advocates for the use of models as development artifacts. In this context, code is no longer written from scratch but synthesized from models (semi-)automatically. Therefore, any defect in the model will propagate into defects in the code. In MDD model correctness becomes a key factor in the quality of the final software product.

Although the problem of ensuring software quality has attracted much attention and research, it is still considered to be a Grand Challenge [1]. In this sense, this paper argues that this grand challenge must be adapted and extended to cover the verification of modeling notations commonly used in MDD approaches. In this field, it is essential to provide a set of tools and methods that helps in the detection of defects at the model-level and smoothly integrates in existing MDD-based tool-chains without an excessive overhead. Characteristics of existing tools, such as required designer interaction or manual model annotations seriously impair its usability in practice.

We will discuss existing approaches and their limitations to motivate that this problem is still unsolved and remains an important challenge in MDE. Throughout the paper, we will focus on the UML as an example of a MDD modeling language. However the contents of the paper also apply to all kinds of domain-specific modeling languages (DSMLs). Some of the problems identified herein already arise when just considering the graphical elements of the models. However, complexity increases when designers use textual languages (e.g. OCL) to improve the precision/formalization of the models. Note that all existing model-level verification approaches proceed by translating the models to a more formal
language (e.g. Alloy). Therefore, characteristics (and limitations) of correctness techniques for UML/OCL models largely depend on the properties of available verification techniques for those underlying formal languages.

2 A definition of “correctness”

One of the first problems when discussing correctness at the model-level is the large number of existing correctness notions, according to many different criteria: static vs dynamic, inter-diagram vs intra-diagram, . . .

A first degree of correctness can be that of consistency and well-formedness, checking that all uses of a model element (possibly in different diagrams) are consistent with its declaration and that the model as a whole can be expressed as a correct instantiation of its meta-model.

Even though this analysis provides an initial level of defect detection, it does not take into account the semantic correctness of the model being defined. By semantics, we consider the set of required conditions (i.e. integrity constraints) that should be satisfied by any correct instance of the model. These conditions may be implicit in the model notation (like the multiplicity constraints in UML associations) or explicitly defined using a constraint language like OCL. These semantics problems may affect either the static (structural) or dynamic (behavioral) view of the system. Examples of possible errors are the non-executability of pre and postconditions in an operation or the presence of contradictory invariants or association multiplicities.

Different modeling notations and constraint languages have varying degrees of expressivity. Therefore, each notation creates a different challenge in terms of decidability and efficiency, and suggests a different set of analysis techniques. Due to space limitations, we will focus our discussion on the study of UML static models. In UML, static models may be expressed as class diagrams complemented with a set of OCL constraints.

A fundamental semantic correctness notion in static models is that of model satisfiability. (Strong) Satisfiability consists in deciding whether it is possible to create a non-empty and finite instantiation of the model in such a way that all integrity constraints are satisfied. Clearly, an unsatisfiable model is useless since every time users try to create a new object, e.g. instantiating one class of the model, at least one of the integrity constraints will become violated.

The importance of satisfiability comes from the ability to define many other correctness properties, such as liveness, constraint redundancy, subsumption and so forth, in terms of the satisfiability problem. For example, a designer can check if an integrity constraint \( C \) is redundant by formulating a satisfiability problem where \( \neg C \) replaces \( C \) in the model. If that model is satisfiable, it means it is possible to satisfy the remaining integrity constraints while violating \( C \), so \( C \) is not a redundant constraint.

In the next sections we describe current approaches for UML/OCL model satisfiability and possible further research directions to cope with this challenging problem as a basis for identifying semantic defects in UML/OCL models.
3 State of the Art

In order to succeed in a MDD context, we believe any method for model satisfiability should fulfill the following list of requirements:

- Understand the input notation used by the designer (e.g. UML/OCL), not a formal notation nor a subset of that notation. If an internal formal notation is used, it should be transparent to the designer.
- Analyze the designer’s model as is, without requiring any type of manual annotation.
- Perform the analysis automatically and without requiring user interaction.
- Provide results in a format meaningful to the designer.
- Be efficient and scale up to support large real-life examples.
- Integrate seamlessly into the designer tool chain.

Existing solutions lack one or more of the previous qualities, and that might justify the lack of adoption of model-level verification tools in current MDD projects. In what follows, we describe the weaknesses of existing methods in terms of the main challenges they have to face when trying to satisfy the previous properties.

1. Decidability: The complexity of satisfiability analysis mainly depends on the expressiveness of the logic used to define the model and its constraints. Allowing a notation such as OCL makes the problem undecidable. Three different strategies are used to confront this undecidability:
   - Relaxing automation: Methods based on theorem proving might require user assistance during proofs, e.g. HOL-OCL [2].
   - Constraining the logic: Some methods work on a restricted subset of OCL (e.g. [3]) and some others do not support OCL at all (e.g. [4]). There is a trade-off between expressiveness (e.g. “are numerical constraints supported?”) and complexity.
   - Performing bounded verification: If a finite bound is defined, it is then possible to check a property for all possible instances up to that maximum size, e.g. [5,6]. This type of analysis can be used to prove the satisfiability of a model, but the lack of counterexamples within a bounded search space cannot be used to prove its unsatisfiability.

2. Efficiency: Reasoning on UML class diagrams is EXP-complete [7] even without OCL constraints and thus, current tools do not scale-up well which makes efficiency a concern for most non-trivial models.

3. Usability: Verification tools are often disappointing from the point of view of a designer. One of the main reasons is that tools do not directly manipulate the UML/OCL model but first translate it into a formal language (Alloy [6], CP [5], HOL [2], DL [8]) where the verification process takes place. Therefore, a good knowledge of this underlying language may be required to operate effectively, e.g. while selecting adequate parameters, tuning the model for the analysis or interacting with the tool. For this same reason, the interpretation of the results of the analysis might be complex and should be expressed in terms of the original model.
4. **Expressiveness**: The richness of the modeling languages (specially of the UML and OCL standards) creates a challenge for tool developers, who must support a wide variety of modeling constructs. Furthermore, the varied ecosystems of design tools, development tools and IDEs creates additional difficulties in terms of integration and interoperability.

4 Research Agenda: Promising Research Directions

The aim of this section is to sketch possible future research directions we believe may help in overcoming the previous limitations.

- **Automatic selection of the most appropriate verification approach for a specific model.** Each approach presents a different trade-off regarding the verification process. Depending on the model one approach may be more suited than others. For instance, for UML models without integrity constraints (a decidable problem) it may be better to use complete approaches (as those based on Description Logics) instead of approaches based on bounded verification.

- **Model partition to improve performance.** In most cases, the verification of a model $m$ can be defined in terms of the verification of the submodels $m_i, \ldots, m_n$. Techniques for slicing the model in a subset of independent sub-models (with the subsets to be computed depending on the property to be verified) will definitely help in improving the efficiency of the process due to its exponential nature.

- **Establish public community benchmarks to compare different tools and approaches.** Benchmarks provide an excellent resource to measure progress and the significance of a contribution. The existence of widely accepted benchmarks for model verification can foster progress and allow existing approaches to mature and exchange ideas.

- **Search space reduction for bounded methods.** Bounded methods require a finite search space. A smaller search space improves the efficiency but impairs the completeness of the verification. A preliminary analysis of the model could provide some insight on the best bounds of the search space as a trade-off between the two properties.

- **Apply SAT Modulo Theories to model satisfiability.** SAT Modulo Theories (SMT) is a promising technique for checking the satisfiability of a complex formula which combines recent improvements in SAT tools with the power of a custom solver specialised in a given logic [9]. In the case of model satisfiability, the challenge is identifying a subset of the modeling language which is sufficiently expressive yet allows efficient decision procedures.

- **Feedback improvements for defect correction.** Tools should not only be able to answer whether the model is correct. If the answer is no, the tool should be able to explain where, why and how it can be corrected.

- **Incremental verification.** The specification of a model is an iterative process where the model is continuously refined by means of adding, changing or
deleting some of its elements. Clearly, once a first version has been verified, we should be able to prove the correctness of new model versions without verifying the whole model again. Instead, only the “updated” parts should be considered.

- **Model normalization.** Normalizing a model, i.e. rewriting complex modeling constructs in terms of more basic ones, prior to the verification process helps to reduce the complexity of the verification algorithms that now do not need to consider the full language expressiveness. For instance, see [10] for some rules for normalizing OCL constraints.

5 Conclusions

Model-level verification is a key step toward improving software correctness. Despite the amount of research efforts devoted to this problem, existing approaches for model verification exhibit shortcomings that limit their applicability and adoption in MDE projects. In this paper, we have identified these problems and a possible set of research directions that may help in the creation of a new generation of verification tools that offer effectiveness, efficiency and usability.
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Abstract: Understanding the organizational context and rationales (the “Whys”) that lead up to system requirements (the “Whats”) help us to analyze the stakeholders’ interests and how they might be addressed, or compromised, by the different design alternatives. These aspects are very important for the ongoing success of the system but are not considered by current Model-Driven Engineering (MDE) methods. In this paper we argue for the necessity of extending MDE methods with improved requirements techniques based on goal-oriented techniques for the analysis and specification of the organization context and discuss the benefits and challenges of such integration.

1. The Challenge

Understanding the purpose, goals, and intentions of a software system is a necessary condition for its successful design and implementation. By understanding the goals, the needs of the organization can be better aligned with the functionality provided by the system. However, organizations are complex in nature and in general, when attempting to design a system, there are usually many alternatives, each with different implications for the many parties (stakeholders) that may have an interest in the system. To identify, evaluate, and select the best alternatives is a considerable challenge but a key aspect for the ongoing success of the system.

Unfortunately, such an organizational-based analysis of the system’s requirements has not yet been adopted by current model-driven engineering (MDE) methods. In general, MDE methods limit the requirements specification to the elicitation of the functional requirements of the system (i.e. the behaviour/services/tasks the system-to-be must provide) but neither consider the organizational context of the system nor its non-functional requirements (NFRs) [10] (as usability, extensibility and so on).

We believe this restricted requirements analysis challenges the ability of current MDE methods to provide an accurate system representation at the end of the development process. As a result, the generated system may not satisfy the stakeholder’s expectations because their goals have not been sufficiently considered.

Therefore, in our opinion, providing a better support for the requirements specification and analysis is a still a research challenge for MDE and one of the reasons that may explain the low adoption of MDE methods among software professionals.
In the next sections, we present the goal-oriented methods (Section 2) as a possible response to this challenge by means of integrating these methods within MDE approaches (Section 3). Finally, we discuss a list of open problems that must be solved to make this integration feasible (Section 4) and end up with the conclusions.

2. Goal-Oriented Requirements Engineering Methods

The requirements engineering community has largely addressed and recognized the leading role played by goals in the requirements engineering process. Nowadays, beliefs and goals (the “Whys” of the system) have been incorporated into most requirements acquisition frameworks, commonly known as goal-oriented requirements engineering (GORE) methods. A goal is an objective to be achieved by the system under consideration. Goals may refer to either functional concerns or NFRs.

It has been proven that an explicit goal modelling representation helps stakeholders in coming up with the initial requirements in the first place, always one of the most problematic tasks in any development process. By focusing on goals instead of specific requirements, analysts enable stakeholders to communicate using a language based on concepts (e.g. goals) with which they are both comfortable and familiar [2].

Other well-known benefits of using goal-based methods are their higher level view of the system requirements as compared with traditional requirements specifications; their link with business goals and decisions; the stability of goals compared with the requirements that implement them; the ability to consider alternative solutions and the potential to improve the traceability of the system by establishing clearer links between process design decisions and technical system alternatives [12], which also facilitates the system evolution and maintenance. Besides, GORE methods allow verifying and validating the requirements early in the development cycle thus avoiding propagating the errors and misunderstandings through the later phases of the process.

3. Integrating GORE and MDE methods

Given the characteristics and potential benefits of current GORE methods, we believe that they are a strong candidate to cover the gap of current MDE approaches when it comes to requirements specification and analysis.

In this sense, we think that an integrated software development process, where the typical phases of MDE methods (analysis, design and code-generation) are preceded by the early and late requirements phases of GORE methods (e.g. [7]), could overcome the limitations of MDE methods pointed out in the introduction. For specifying the two first phases we propose to use the specialized i* modelling framework [16]. UML (or similar DSLs) are the logical option for the rest.

It is important to note that in order to maximize the benefits of such integration, goals should be taken into account in all phases of the development process: functional goals must be “realized” by the static and dynamic behaviour of analysis and design models while non-functional ones drive the selection of possible design alternatives when moving from one phase to the following. This is a distinction from
other recent works that have tried to bridge the gap between GORE and MDE methods by (partly) generating excerpts of an initial UML-based specification from the goals information [4],[11],[9,14].

In what follows, we provide a short description of each phase:

- **Early requirements phase.** Intentions (goals) of the actors (i.e. stakeholders) in the organizational context are modelled and analyzed. In this phase we explore why the system is needed, what alternatives might exist to attain each goal and what are the implications of each alternative for the stakeholders (i.e. what is their effect in terms of its contribution to the desired NFRs).

- **Late requirements phase.** The system is added as a new actor that can be in charge of fulfilling some of the desired goals. An analysis of the different alternative designs is performed and a final decision on the set of responsibilities to delegate to the system is made. From this assignment we may derive the list of functional requirements (tasks) for the system to be.

- **Analysis phase.** The static (i.e. structural) and dynamic (i.e. behavioural) aspects of the domain required by the software system to perform its functions are specified. Goals must still be taken into account when specifying these models. Most aspects can be specified using different semantically-equivalent alternatives, each one with its trade-offs. The selection of the most suitable one for the specific system under development should be influenced by the functional and non-functional goals that the system must fulfill.

- **Design phase.** The design phase adapts the previous models to the technical features of the technological platform where the system is going to be implemented. This implies defining a sequence of transformations that refine the models until all elements have a direct correspondence with the programming primitives available in the production environment. In general, all transformations are non-deterministic, in each refinement we have a number of possible design alternatives implying different non-functional qualities. The goals specified in the GORE models, in particular the non-functional ones, can help us to drive the transformation process and select the best alternative according to the requested NFRs.

- **Code Generation.** All software elements of the system (code, data structures,…. ) are generated from the design models.

### 4. Open Research Problems

Despite the potential benefits of mixing GORE and MDE methods, there are a number of open problems that must be solved to make their integration feasible in practice. In particular, the main challenge is to ensure that the benefits outweigh the extra work implied by the explicit definition of the goals at the beginning of the MDE process.

Therefore, our list of research challenges goes in the direction of smoothing the application of our approach by automating and simplifying as much as possible the transition between the different phases. A partial list is the following:
- Development of a common (meta)modelling framework. To bridge the gap between GORE and MDE models and ease the definition of model-to-model transformations between them, both kinds of models should be specified using “compatible” modelling languages. Current efforts try to formalize the i* language as a MOF-compliant metamodel (see [15], [3] and [1]).

- Reusing the information in the goal models to partially generate the static and dynamic aspects of the system. Existing approaches focus on the generation of preliminary use case diagrams, activity diagrams and class diagrams (see [8] [4],[11],[9, 14] [11] for more information). This generation must also consider the representation of the non-functional requirements. See [5, 13] for examples.

- Linking and traceability techniques between the business models (and business processes) and the analysis and design models and the architectural decisions. For instance, we should be able to detect, for each system goal, the subset of the design models that ensures the fulfilment of that goal.

- Incremental model synchronization techniques between all kinds of models.

- Consistency analysis between the different models involved in the process. Low-level models must be a consistent refinement of the higher-level ones.

- Propose a systematic way of dealing with NFRs in MDE (and in UML).

- Reusing the information about the system NFRs to influence in the analysis phase as, for instance, during the selection of the right analysis pattern to model certain aspects of the domain (e.g. to represent the price of a product we could just specify an attribute of type Real or use more complex patterns that facilitate recording the price in different money units; if internationalization is one of the desired NFRs for the system we should stick to the second option).

- Defining NFR-based model transformations to automatically transition from the analysis to the design phase. This transformation is not deterministic. Each modelling construct in the analysis models could be expressed using different design alternatives. Each alternative results in a different contribution to the non-functional qualities of the system. In our integrated approach, we could automate the transformation process by selecting the design alternatives that better match the specified NFRs in the requirements phases. This way, we also ensure that the resulting system is better aligned with the stakeholder’s interests.

- Establishing methods for adjusting MDE processes to the reality of the development team. An analysis of the knowledge and skills of team members and team structures will help to tune the development process so that we can maximize the team abilities and facilitate the process application.

5. Conclusions

We have identified the limitations of current MDE methods when it comes to understand the needs and goals of the organization and its stakeholders regarding the software system to be developed. This limited requirements analysis in most common MDE methods negatively impacts the quality of the generated system. We believe that improving this requirements support is still an important MDE research challenge.
As a possible solution we have proposed to extend MDE methods with goal-oriented requirements engineering techniques. We think this enriched development process may be better suited to produce software systems that satisfy the stakeholders’ expectations. It may happen that using our approach only pays off for certain types of systems and/or domains and/or organizations. This needs to be empirically validated.
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Abstract. Model-based approaches have been recognized as powerful for separating concerns when designing a User Interface (UI). However model-based generation of UIs has not met a wide acceptance in the past. Today, taking benefit from MDE advances, models are revisited in Human Computer Interaction (HCI) for engineering multi-contexts interactive systems. This paper relates some difficulties and requirements highlighted by experience. Among them is the need of support for sustaining the collaboration between models both at design time and runtime. Another requirement is about the capitalization of models, mappings and metamodels for saving the know how in HCI. Last but not least requirement is about evaluation. How shall we evaluate the strengths and weaknesses of MDE for HCI?
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1 Introduction

Model-based approaches have been widely explored in Human-Computer Interaction (HCI) for long. The motivation was to force designers focus on user's task instead of blending several concerns including cosmetic considerations. Rapidly, task modeling has emerged as a wise starting point when engineering interactive systems. Automatic generators of User Interfaces (UIs) have appeared (e.g., ADEPT [2]) but the poor quality of the resulting UIs killed the approach for long. Later on, the increasing diversity of platforms (e.g., PC or PDA) and the rise of Platform Dependent versus Independent Models (PSM versus PIM) brought models back to life in HCI [4]. Now, we are at the point of blurring the distinction between design time and runtime for making it possible for the end-user to fashion his/her own interactive space according to his/her feelings and needs as well as to the arrival and departure of interaction resources. The purpose of this paper is to relate where we are in the tandem MDE-HCI and which issues need to be solved for going further in Meta-Design [1].
2 Where we are in MDE for HCI

The canonical functional decomposition of interactive systems makes the distinction between the Functional Core (FC) and the UI. From a methodological point of view, along a forward engineering process, the starting point is most of the time a task model which structures the user’s goal into sub-goals. Conversely, reverse engineering consists in analyzing legacy systems for recovering the models that may have driven the design (e.g., the task model) and/or implementation (e.g., the architecture model). Using chains of tools (e.g., the UsiXML arsenal of tools - see http://www.usixml.org/), it is possible to hybrid forward and reverse engineering [3].

In this section, we first focus on the UI design, and then address the implementation of the whole interactive system.

2.1 MDE for the design of UIs

Designing a UI means setting all the degrees of freedom (e.g., the structure of the UI, the choice of interactors) based on given requirements (e.g., the user’s task and preferences, the ergonomic criteria that have been elicited, the targeted platforms). Fig. 1 shows four functionally equivalent UIs: they support the same user’s task T that consists in accomplishing T1 and T2 in interleaving. The UIs differ from an ergonomic point of view. In a, the subtasks T1 and T2 are directly observable whilst they are browsable in b-c-d. Browsing has a human cost: at least one physical action for commuting between subtasks.

Along a forward engineering process, once the task is modeled, decisions have to be made about the structure and rendering of the UI. Decisions are mostly driven by ergonomics (e.g., minimal actions). At this point, the UI is classically a mockup either drawn on paper sheets or prototyped using languages (e.g., Smalltalk) and tools (e.g., JBuilder). Predictive and/or experimental evaluations must be done.

Fig. 1. Four functionally but not non functionally equivalent UIs.

Our lessons of experience are listed below:

MDE for capturing the know-how in HCI: the relevant models (e.g., task, structure, interactors) are identified giving rise to several notations (e.g., CTT [6]), metamodels and versions of metamodels. One open issue specific to HCI is the modeling of ergonomic properties.

MDE for platform independence: a plethora of Platform/Rendering Independent Languages has appeared (e.g., UsiXML, UIML (www.uiml.org), RIML (european CONSENSUS project), XIML (www.ximl.org), XAML (Microsoft), AUIML (IBM)). There is a need of reconciliation to clarify the state of the art.

Miscellaneous statements about MDE in practice: as the focus has mostly been set on
high level models so far (typically the user’s task), these models are often overloaded with information typically related to transformation (e.g., the targeted platform). Most of the time, transformations are mono-technological (e.g., HTML). In addition, the rendering can be improved.

2.2 MDE for the implementation of interactive systems

Software architecture models (e.g., ARCH) improve software quality. ARCH refines the UI into sub functions among which is the Dialog Controller (DC). The DC is in charge of piloting interaction while ensuring consistency between the FC and the UI. The DC is a kind of implementation of the task model. General research in MDE deals with the FC only. Below are our lessons of experience about the whole system. **MDE for models collaboration**: the global picture (Fig. 2) implies biaxial mappings and transformations: vertical for the engineering process, horizontal for complementary descriptions and/or code [5].

**MDE for models at runtime**: we are at the point of keeping the design models and design rationale (i.e., the biaxial lattice of Fig. 2) alive at runtime so that to enable the revision at runtime of any design decision.

![Fig. 2. Biaxial and bidirectional transformations/mappings.](image)

**Miscellaneous statements about MDE in practice**: automatic forward generators mostly produce “fast food” UIs in which models and transformations are lost. The transformations do not preserve collaborations at the code level, and horizontal collaborations between FC and UI are not yet well supported. In addition, consistency between models, transformations and code is not ensured at runtime along the models evolution. This calls for further research. Next section elicits three main requirements.
3 What we need for going further: three requirements to conclude

To our understanding, HCI is an interesting domain for both illustrating and inspiring research in MDE: on one hand, there is a long know-how in models and transformations in HCI. It provides a lot of knowledge to support experiments in MDE. On the other hand, keeping models at runtime raises new perspectives in both HCI and MDE. Whist the global picture has been demonstrated on simple case studies in HCI so far, we now aim at going beyond toy applications. This calls for mastering MDE for HCI, i.e., being able to reuse mature generic supports (methods and tools) from MDE so that to concentrate our efforts on the specific features of HCI (e.g., ergonomics). We identify three major requirements for going further: the support for multi-models and multi-actors, capitalization and evaluation of models.

#1. Support for multi-models and multi-actors

From now on, an interactive system is depicted as a graph of models that conveys both its design rationale and evolution over time. The models cover the internal state of the system (FC and UI) as well as its deployment on the interaction resources. We aim at formalizing the ergonomic properties so that to (1) characterize well-formed interactive systems, (2) be aware of the validity domain of interactive systems, (3) predict the effect of transformations, and (4) compute the conditions to satisfy and transformations to perform for ensuring a set of properties. Defining the actors in charge of such reasoning is interesting: who among designers and end-users might be in charge of observing and/or controlling graphs of models? Which views would be appropriate for whom and when? Fig. 3 and 4 provide two examples. In Fig. 3, the designer can delete interactors by placing a toolglass on either the graph of interactors or the UI itself. Consistency is ensured. In Fig. 4, the end-user controls the distribution of his/her web site among the two connected platforms. One step further, we can imagine putting metamodels under the human control as well. The global picture gives rise to the notion of Mega-UI [7].

Fig. 3. Additional UIs for the designer: the interactors model is made observable.
#2. Support for capitalization
As modeling and metamodeling takes time, capitalization is crucial for going beyond small and basic interactive systems. We need a broad capitalization of models (e.g., post-WIMP interactors such as round windows, platforms such as multi-touch tables), metamodels as well as gateways between languages as one will never fit all.

#3. Support for evaluation
In HCI, evaluation is necessary. If evaluating a novel interaction technique is feasible, how can we measure the effect of MDE in HCI. More than evaluate the performance of the approach (cost and benefit), it is important to integrate evaluation in the design process so that to step by step check whether transformations fulfills ergonomic properties and platforms constraints. This goes far beyond evaluating the performance of the generated code. To that end, we need methods and tools for benchmarking our proposals.
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Abstract. In this paper, we propose a new approach and suggest enhancements to the UML Profile mechanism to combine the strength of Domain Specific Modeling Languages (DSML) while avoiding their weaknesses. The approach suggests creating a feature model for the UML meta-model itself. The feature-model captures a finite list of syntactic variations in members of the UML family. In addition, the approach overcomes a very critical weakness in current DSML approaches when multiple DSMLs are used to model one system, which is inconsistency. The solution proposed enables detection of inconsistencies and interactions among profiles as soon as they are applied to a model by analyzing feature-selections made in the profiles. It also suggests extending the UML profile mechanism to include support for a transformation language (i.e. QVT Relations), which will allow profile designers to define custom cross-view relationships more efficiently. The approach benefits DSML designers as well end users. Designers can pick desired features of UML quickly and turn-off undesired ones producing lightweight languages to end users. In addition, end users can detect conflicts among UML profiles when applied to one system as soon as they are applied.
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Introduction: UML is a standard language for modeling object oriented software systems. It consists of highly reusable language features and widely used notations. It also provides extensibility mechanisms that tailor notations for specific domains. Thus, UML is actually regarded as a language family. A variant—or member-of the family tailors elements of the meta-model by creating new stereotypes and packaging them in a Profile [3, 5].

Unfortunately, due to the size of the UML meta-model, the process of creating UML profiles is very expensive. Exploring such a large meta-model is not only time-consuming but has also proven to cause many bad design practices. One very common bad practice is notation fitting [1] where a profile designer thrives to fit as much elements and views of the UML meta-model as possible rather than focusing on
the needs of the domain. The final language is always very big and cumbersome for end users.

As a result, Domain Specific Modeling Languages (DSMLs) took significant attention as a rivalry approach and a more efficient alternative to UML [4]. DSML designers can define language features and tailor notations as demand arises for their specific domain. The final outcome is often a lightweight language that does domain specific tasks only but does them very well.

However, this comes to a cost. Most of the time, modeling one system requires engagement of end users from multiple disciplines with multiple DSMLs. Experience shows that for a given system, defining relationships across DSMLs is a challenge. A typical DSML would define from scratch most of its features (i.e. concepts, notations, views and cross-view relationships). As a result, to model one system, a lot of effort is required in bridging all involved DSMLs back together.

In this paper, we propose a new approach that combines the strength of lightweight DSMLs while avoiding their weaknesses. It reflects our experience in contributing to several domain-specific languages (Emergency Response, Financial Reporting, Queuing Network, Software Security, and Autonomic-SOA) as well as learning many others.

Challenges: The first challenge considered in this paper is to prevent a bad language design practice known as notation fitting. Rarely ever would a DSML need all language features supported by the UML meta-model. In fact, the first step in Profile design should be disabling or turning-off unneeded features of UML. We need UML profiles that give DSML designers the ability to make a “feature selection” and hide unwanted portions of the UML meta-model before they start. This challenge can be further broken down into two issues:

- The UML meta-model is not feature-based; we cannot simply disable unwanted features. As a result, any member of the UML family inherits the entire meta-model and all the views even if they are not needed.
- The UML profile mechanism is very limited with regards to hiding unwanted features in the base meta-model. This is an inherent problem caused by the absence of a coarse-granular layer of abstraction in the UML meta-model (such as a Feature-Model). Such layer would allow easy and fast projection of desired language features.

The second challenge is to reuse and maintain consistency of cross-view relationships (i.e. class-to-sequence diagram mappings, activity-to-usecase diagram mappings) in a UML profile. Today, such cross-view relationships are defined completely from scratch in the profile and mostly using OCL expressions. Besides the fact that this is totally cumbersome, when two UML profiles are applied to one system, we cannot detect at profile application time that there are inconsistencies. For instance, suppose that end users attempt to apply two UML profiles to one system: the first profile assumes that each “Use Case” maps to one “Activity” diagram; the second profile assumes that each “Action” in an activity diagram maps to one “Use Case”. We can only expect inconsistencies to appear if these two profiles are applied to the models of one system.

We decompose this challenge into two issues:
Defining cross-view relationships requires significant effort for new members of the UML family. UML does not specify relations between Views; therefore, any new member of the family needs to start from scratch. Most of the time there are well-known conventions for how certain views relate to one another; yet we always need to start from scratch.

Cross-view relationships are often hidden features that are implicitly inherited by a UML profile unless language designers define explicit enforcement rules. UML profile designers must be able to select desired cross-view relationships explicitly to avoid inconsistencies. They also need to define their own cross-view relationships.

Proposed Solution: We introduce a new way of looking at the UML meta-model as a true product line for visual modeling (Figure 1). Notably, variations in the syntax of UML are finite and pre-anticipated at language design time. For instance, we do not expect a UML profile to introduce new diagram types. UML Profiles are rather means for adding semantic variations to fit a target domain. In other words, the syntax of a given UML model does not change when a profile is applied to it; only the semantics change.

Thus, introducing a feature model that modularizes UML into common and optional syntactic features, allows profile designers to create truly customized and lightweight members of the UML family. This prevents notation fitting from leaking into the profile design process. It also guarantees that produced languages are tailored for the needs of the domain.

- UML is a language family of a finite number of syntactic features; thus, we can define a feature model [2] to give members of the UML family the ability to turn-off unwanted features.
- UML-Profiles can be extended to make a feature-selection of the UML feature model. Unselected features will disappear during profile creation and no references are allowed to meta-elements belonging to unselected features.

The second challenge is actually a product of observing the first challenge. We noticed that cross-view relationships account for a significant portion of the syntactic variability in UML members. UML profile designers invest a lot of effort in defining such relationships between UML views because, otherwise, they render the risk of allowing inconsistent profile applications.

What we suggest to do in this research is to enumerate widely used cross-view relationships (e.g. class-to-state and class-to-sequence diagram mappings) and analyze common conventions in the community. We do not expect to find many ways for how relationships between two views are defined for instance. Therefore, capturing these common conventions of cross-view relationships and reusing them eliminates a significant amount of effort on profile designers’ side.

- Cross-view relationships are significant portions of syntactic variability in UML. However, the number of widely used variations is finite. Therefore, we can provide predefined cross-view relationships (i.e. as QVT checking rules) and dedicate part of the UML feature model for picking desired relationships.
UML-Profiles can be extended to include custom cross-view relationships (i.e. custom QVT-Relations checking rules [6]) in case predefined ones are not sufficient for the domain.

This part of the approach addresses the second challenge directly. That is, when end users apply multiple profiles to one system, inconsistencies and interactions among profiles can be detected automatically. For instance, if applied profiles select mutually exclusive features of the UML meta-model, the feature model can detect it. In addition, if custom QVT-Relations checking rules are defined in the profiles, we can use any static interaction analysis technique, such as critical pair analysis [7], to detect conflicts and dependencies among the rules. This way, end users from multiple disciplines can use the right profiles and avoid inconsistencies from the beginning.

Conclusion: In this paper, we proposed an approach that reduces the expense of creating UML profiles and prevents bad language design practices, such as notation fitting, from leaking into it. The approach suggests creating a feature model for the UML meta-model itself. The feature model captures a finite number of syntactic variation points, which allows DSML designers to pick desired features of UML quickly and turn-off undesired ones.
The approach also benefits DSML end users in many ways. First, by providing lighter languages that can get the job done; and second, by enabling automated detection of conflicts among UML profiles when applied to one system as soon as they are applied.

In addition, the proposed approach overcomes a very critical weakness in current DSML approaches when multiple DSMLs are used to model one system: inconsistency of language features. The solution proposed enables detection of inconsistencies and interactions among profiles by analyzing feature-selections made and QVT specifications defined in the profiles.

As mentioned earlier, UML is a standard modeling language. A wide audience base had learned the syntax of UML and used it as a documentation tool. However, the main weakness of UML is how big it is today. Our goal is to enable large-scale and systematic reuse of meta-modeling efforts. Model driven engineering is still immature and a lot of experimentation effort is still going on at the meta-modeling level. It is important to be able to reuse and reduce technical meta-modeling efforts and shift focus towards domains’ needs. Domains shall drive meta-modeling efforts and not the other way around.
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Abstract. Model Driven Engineering helps dealing with complexity by promoting models as abstraction units. Aspect Oriented Modeling helps separating concerns that crosscut across different models. MDE and AOM have well identified challenges that need to be addressed. However, there are new challenges that appear when combining both techniques. In this paper we present the challenges that appear when validating the model composition in the context of MDE and AOM applied to adaptive systems.
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1 Introduction

Model Driven Engineering (MDE) promotes abstraction as a basis for managing complexity. MDE proposes the systematic use of models as primary engineering artifacts. Such models can have a variety of natures and range in abstraction and complexity. Models from higher abstraction level are refined (transformed) into lower levels until the implementation. Besides, models can be transformed from one domain to another in order to ease the resolution of a defined problem.

Aspect Oriented Modeling (AOM) helps separating crosscutting concerns at model level by encapsulating them into different modeling dimensions referred as aspect. AOM enables a clear modularization of the different concerns constituting a design model. It also allows designers to reason about each concern separately, and later composed into a global model.

Research challenges have been widely identified for AOM and MDE [11]. Model transformation testing[5], model verification and validation [9], and AOM weaving mechanism definition [2] are just a few examples of the challenges faced by these technologies.

Nevertheless, not all the challenges have been identified as far as validation in MDE and AOM is concerned. Challenges regarding the composition and refinement of aspect models need to be identified. This is critical to ensure that composed
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models will perform as expected, and therefore, their refined implementation will do so [4, 8]. This is a fundamental issue for the adoption of AOM as a mechanism for separation of concerns and MDE as a complexity coping mechanism.

In this paper we present the challenges that arise from the validation of model composition. We specially address the challenges that arise in the case of adaptive systems, where models are used to abstract from the executing platform and aspects represent the dynamic variability of the system. Such challenges range from the combinatorial explosion produced by the composition order of different aspects, to the specification of the model resulting from the composition.

The remainder of this paper is organized as follows. Section 2 presents MDE and AOM applied to adaptive systems. Section 3 presents the challenges that arise when validating AOM and MDE in the context of adaptive systems. Finally, section 4 concludes.

2 MDE and AOM for adaptive systems

Designing, developing, maintaining and executing adaptive systems is very complex and error prone. Model Driven and Aspect Oriented techniques can help dealing with this complexity. In this section we present the contribution of MDE and AOM to handle the complexity when dealing with adaptive systems.

Adaptive systems are software systems capable of change their internal structure and behavior in response to changes in their environment [1]. They are typically deployed in heterogeneous computing devices ranging from mobile devices such as phones or PDAs to large computer systems. Generally, several variation points are defined in order to develop an adaptive system. Each variation point represents a different option in the system implementation that might be chosen to adapt the system. The selection of different variation points to derive the adapted system leads to a huge number of possible configurations. Reasoning over that huge set of configurations to choose the best possible configuration to adapt is too time consuming because of the large number of evaluations needed. Moreover, the adaptation logic relies on reconfiguration policies that are generally complex low-level and hand-written in the application producing large and complex reconfiguration files. These factors make the construction, execution and maintenance of adaptive systems highly complex. MDE and AOM help dealing with this complexity by the meaning of abstraction and separation of concerns [19].

MDE techniques provide the means to automate and optimize the creation of reconfiguration scripts. Besides, MDE helps abstracting from the target platform by defining models independent of target devices and technologies. Models representing the system in execution (models at runtime) help to manage the execution at more abstract level; therefore, they enable designers to reason about the system properties and adaptation logic at higher level.

Aspect-Oriented modeling techniques [10, 13, 15, 18] help encapsulating distinct variation points into aspects separated from the base model functionalities. Different aspects might be composed with the base model in order to obtain different
configurations. This reduces the reasoning space to a limited number of aspects, therefore avoiding the combinatorial explosion due to different variants.

![Fig. 1. Overall MDE/AOM approach for adaptive systems](image)

Figure 1, presents an overall approach for adapting systems by using MDE and AOM techniques. At design-time, the application base (AM) and variant architecture (AS) models are designed. At this time, the adaptation model, which states when, and how to adapt is built. At runtime, the adaptation mechanism processes the adaptation model in order to adapt when needed (1). When an adaptation is required, the adaptation mechanism chooses (driven by the adaptation model) a set of aspects (variants) and weaves them into the base (2). This weaving results in multiple models that could be used to adapt the executing system. The adaptation mechanism chooses only one model (3) and then automatically generates the reconfiguration scripts used to adapt the executing system (4).

3 Challenges

MDE and AOM can help dealing with the complexity involved in the life cycle of adaptive systems. However, their usage raises new challenges regarding the validation of model composition. In the following we summarize the challenges and research questions related to the validation in the context of adaptive system.

Validation of composed models (3 in figure 1): The selection of the best possible configuration is critical for adaptive systems. The aspects modifying the base configuration must produce configurations that will not break down the system and that response in the best possible way to environmental changes. Therefore, it is crucial to ensure that the composed models fit the adaptation requirements. A model
that is valid with respect to the adaptation requirements will lead to a correct adaptation. Testing techniques such as combinatorial testing [12, 24] and search based testing [17] may help validating that the composed model fits the adaptation requirements. Such testing techniques provide the means to explore a huge adaptation space and test whether the chosen configurations are fitted adaptations. Formal behavioral specification techniques [25] may also be useful to verify that the composed models will fit the adaptation invariants.

It is an intuition to think that, if the chosen aspects are valid and the base model is valid, then the composed model will be valid. Is this always true? How can it be ensured? These questions are fundamental because they may allow to reason about the aspects and model validity separately and then compose a valid model. However, event if this is true, it is still an issue how to validate the aspect models and how to validate the base model. Moreover, the composition engine must also be valid in order to produce valid compositions.

**Combinatorial explosion of composed models (2 in figure 1):** The weaving of different aspects leads to different composed models. Likewise, the weaving order of aspects may also generate different models. Therefore, the rate of models resulting from the composition of different aspects and composition orders grows exponentially with the amount of aspects to weave. Moreover, there is no assurance that the composed models will be valid or fits the adaptation requirements. This is a serious issue because it is necessary to validate a huge amount of composed models. Such validation may consume an unrealistic amount of time.

**Aspects effects and interactions (2, 3 in figure 1):** Different aspects have different effects on the base model. Some aspects may add new system properties whereas others may remove them. The effect of aspects may depend on the order in which they are weaved. For instance, consider two aspects, one relating the communication (C) and another relating the security concerns (S). When C is woven first, the system network response is very short, whereas when S is woven first, the system network response is slower but more secure. Some weaving orders or combinations of aspects could add or remove system properties unexpectedly. Controlling the emergence of properties introduced/removed by aspects is very important to ensure that the composition result will be valid and aspects will perform as expected. Similar problems have been studied at code level. Solutions such as the specification of the aspect behavior [3, 6, 20] are used to increase the maintainability of aspect-oriented programs. The properties added/removed by the aspects are controlled by the specifications.

Aspects adapting a system will interact in a variety of ways. Some interactions may include/exclude the weaving of some aspects; other interactions may interfere or partially invalidate the effect of aspects over the system. Moreover, interactions and the effect of aspects may change according to the target model they are weaved into. Therefore, detecting aspects interactions in advance is very important to avoid composition conflicts and know before hand the aspects dependencies [22, 23]. This issue is related to critical pair analysis [7, 16, 21] in which the conflicts between different interacting features are detected via graph analysis. Critical pair analysis detects functional inclusive/exclusive aspects configurations. However, interaction
issues can be beyond functional interactions. Aspects can have a qualitative impact over the system, for instance making the quality of service better or worst. At code level, the characterization of interactions could be used to determine patterns of interactions for instance to detect aspect interferences [14].

**Runtime / Design time validation:** Since adaptation happens at runtime, adaptive systems have to respond to hard time and hardware constraints when adapting, a fundamental question is how much of the validation and analysis can be done statically? The ideal will be to calculate at design time all the possible interactions and effect of aspects and their possible weaving orders. However, this may not be possible due to the huge amount of possible weaving orders.

An idea to cope with these issues is defining contracts on the aspect models. These contracts may be an abstract specification of the effect of the aspects over the system and the interactions between aspects. For instance, they can explicitly declare that an aspect will increase the overall system security but making it slower. They could also allow us to calculate optimal and valid weaving orders. By specifying include/exclude relations between aspects. Moreover, they may be helpful to detect interactions conflicts at design time, thus saving some computation time when adapting at runtime. The abstract description of the aspects’ effect will help determining whether aspects may be valid or not in relation to a base model.

### 4 Conclusions

In this paper we have identified the challenges that appear when validating the model composition in the context of adaptive systems. Issues such as the weaving order of aspect models, interaction issues and the validation of the composed model are not trivial. Tackling these issues is fundamental to assess the usage of MDE and AOM. We have pointed out possible ways to address the validation challenges presented here. We specially suggest the definition of contracts to tackle several challenges and ease the solution of others. In future work we will explore how contracts must look like, which information they must contain and how to successfully use them at design time and runtime.
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\textbf{Abstract.} Model-Driven Engineering (MDE) has been widely accepted by the academy as the new vision for software development. However, as with other new approaches, its industrial acceptance is still very limited. We believe that many of the challenges that are impairing this industrial adoption can be related to the lack of good tool support. In this paper we will focus on two areas where present-day tools and frameworks are not quite sufficient: developing metamodels and version control.

1 \textbf{Introduction}

An important step in the adoption of MDE, in general, lies in the development of techniques and tools that support developing models and model transformations which are both precise and intuitive. In fact, developing metamodels together with model transformations for a given problem domain can be difficult and time-consuming. The ambiguity of models which is introduced by informal or quasi-formal modelling languages leads to the generation of code and models which are either not easily readable or not as intended by the designer, or both. This motivates for the usage of formal modelling languages for developing (meta)models. However, current formal modelling languages are complex and error-prone, have a textual syntax, and generally lack good tool support. In addition, they are based on First Order Logic (FOL) which does not always match the internal logic of modelling. This is because models in software engineering are graph-based while FOL is string-based [1]. Our claim is that a formal diagrammatic approach for (meta)models and model transformations is worth investigating. The aim is to combine the intuitiveness of graphical languages with the semantic rigour of formal approaches. This challenge is further discussed in Section 2.

Moreover, present-day tools give software engineers means to simplify the development process. Therefore, convincing developers to start development with modelling requires tool support to provide features of the same quality as most IDEs provide. One of these features – version control – is of crucial relevance in high-quality software development processes. However, current MDE tools offer only limited support for version management. Typically the problem is addressed using a “lock-modify-unlock” solution. On the contrary, conventional version control systems such as Subversion are based on the “copy-modify-merge”
approach, but they are focused on the management of text-based files like application code. That is, difference calculation and conflict detection are based on a per-line text comparison. The structure of models is graph-based, rather than text- or tree-based, hence existing differencing techniques are not suitable for MDE. In Section 3, we analyse the problem and outline a possible solution.

2 Difficulties in Developing Metamodels

In our opinion, one of the important challenges in MDE lies in the lack of methods, languages, frameworks and tools to design precise metamodels. However, specifying metamodels may not be a straightforward task and may introduce a big challenge for engineers who are not trained to design (meta)models. It requires a thorough understanding of metamodeling techniques and constraints as well as an intuitive framework which is based on a formal, expressive language. To face this challenge, we believe that any solution must have at least two components: (1) a repository of well-proven metamodels for successful systems, that the developers may reuse or consider as guideline, and (2) a formal framework with a diagrammatic logic for the specification of these metamodels. In this section, we will explain the difficulty of developing metamodels with an example and outline a solution to tackle this difficulty.

(a) UML class diagram of the purchase order example, adopted from [2]

(b) Model of the wizard for the registration of an arbitrary wizard of purchase orders

(c) A valid model of an

Fig. 1: The purchase order example with a simple wizard.

We adopt the example of purchase orders (Fig. 1a) from [2]. Suppose that we want to build a wizard for the registration of purchase orders. The wizard may be fairly generic, such as a desktop- or a web-application. For simplicity, we suppose that users start from a page that shows the chosen items. The wizard consists of a set of pages (represented by □) which are viewed through a finite number of steps in order to register a purchase order. We use action links (→)
and decision nodes (⊙) to model the navigation from one page (or decision) node to another.

We require the wizard to satisfy the following constraints:

- each action link must have a source and a target page (or decision);
- a page may stand alone, or be the source of an action link, or the target of multiple action links;
- a decision node can not stand alone, may be the source of multiple action links, and must be the target of only one action link.

Fig. 1b and Fig. 1c show two wizards satisfying these constraints.

![Diagram](image)

Fig. 2: The metamodel for our wizard system specified in the DPL framework

We have used the formal framework Diagrammatic Predicate Logic (DPL) [1,3,4,5], to outline a solution for our example (see Fig. 2). We give a short and informal explanation of the semantics of some of the constraints here. References above can be consulted for a formal description of the constraints. The semantics of the constraints [1], [XOR] and the filled circles on the arrows srcP and srcD enforce that each instance of Action must have exactly one source which is either an instance of a Page or a Decision, but not both. Moreover, the constraint [INJ] on the arrow srcP means that an instance of Page can be the source of only one instance of Action (mono or injective). Finally, the filled arrow-caps of trgD and srcD mean that each instance of Decision must be the source and the target of some instance of Action (cover or surjective).

For comparison reasons, consider the same metamodel specified as an Eclipse Modeling Framework (EMF) model. The differences will not only be in the visualisation of the metamodel, but also in the way in which the constraints are specified. Constraints in EMF models (which are specified in OCL or Java) will involve writing an Eclipse plug-in based on the EMF Validation Framework, or will involve the usage of the EValidator API of EMF. In both cases, writing code will be necessary to express the properties of the models, something which we consider as against the principles of MDE. In our opinion, these processes lack means for reasoning about the constraints without digging into the details of the validation code. On the contrary, the DPL framework allows for this kind of reasoning without the need for hand-written code by providing a diagrammatic logic.
3 Version Control

The literature encompasses several works related to the problem of model versioning: [6,7] for the difference calculation, [8,9] for the difference representation and [10,11] for the conflict detection, to cite a few. However, MDE tools available nowadays do not implement those features in an effective way. For example EMF Compare and DSMDiff are two model differencing tools which are based on a similar technique. The difference calculation is divided in two phases. The first is the detection of model mappings, where all the elements of the two input models are compared using metrics like signature matching and structural similarity. The second phase is the determination of model differences, where all the additions, deletions and changes are detected. While this technique has the great benefit of being general, the algorithm is too inefficient to be used in a production environment.

On the other hand, it is not feasible to implement more efficient differencing techniques with the current OMG standards. Our claim is that one of the main problems is the identification of model elements as defined in the XMI specification [12]. The XMI standard provides two attributes to identify model elements: xmi.id, used to reference elements inside the XMI document, and xmi.uuid, used to reference elements globally and persistently. Since the former can be useful only in a limited number of cases, we will focus our discussion on the latter. Universally Unique Identifiers (UUIDs) guarantee uniqueness across space and time, without a centralised registration process. As such, once generated, the UUIDs are supposed to be read-only identifiers for all the MDE tools handling them. Unfortunately, as observed in [13], this is not the case of current systems: in most cases, exporting and importing an XMI document from one MDE tool to another causes UUIDs to be ignored or regenerated, but this is not the expected behaviour defined in the XMI standard. However, even in the case where MDE tools all behave as expected, the main drawback is that the standard itself does not constrain the way UUIDs have to be generated. Even though OMG suggests [14] as a reference algorithm, every tool may implement the identifier generation in a radically different way.

If we want to design efficient differencing techniques based on unique identifiers, we need a different approach to element identification specifically designed for MDE. We believe that an ideal identifier generation algorithm should have the following properties: (1) syntactically equivalent model elements should be assigned the same identifier, and (2) the generation of an identifier for a model element should be based on its components. In other words, the modification of the components (e.g. the attributes and/or methods of a class) should lead to the regeneration of the element’s identifier. Hence, the differencing technique would just compare the identifiers of each model element before comparing its components; only in the case of a difference in the elements’ identifiers it would proceed with the comparison of their components. In addition, having a mature XMI standard with MDE-specific identifiers, would also be of benefit for tools integration, model checking, and model transformations.
4 Conclusion

The adoption of MDE by the industry will be a considerable challenge unless techniques, tools and standards for (meta)modelling has become ready for production environment. That is, MDE tools should provide support for development, maintenance and exchange of (meta)models and model transformations of the same quality as the features provided by code-centric IDEs. To achieve this, a closer collaboration between academy, OMG, tool providers and industry is necessary.
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